
Nonlinear Optics 5A5513 (2003)
Lecture notes

Lecture 4

The Truth of polarization densitites

So far, we have performed the analysis in a theoretical framework that has been exclusively formu-
lated in terms of phenomenological models, such as the anharmonic oscillator and the phenomeno-
logically introduced polarization response function of the medium. In the real world application
of nonlinear optics, however, we should not restrict the theory just to phenomenological models,
but rather take advantage over the full quantum-mechanical framework of analysis of interaction
between light and matter.
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Figure 1. Schematic figure of the ensemble in the “small volume”.

In a small volume V (smaller than the wavelength of the light, to ensure that the natural spatial
variation of the light is not taken into account, but large enough in order to contain a sufficcient
number of molecules in order to ignore the quantum-mechanical fluctuations of the dipole moment
density), we consider the applied electric field to be homogeneous, and the electric polarization
density of the medium is then given as the expectation value of the electric dipole operator of the

ensemble of molecules divided by the volume, as

Pµ(r, t) = 〈Q̂µ〉/V ,

where the electric dipole operator of the ensemble contained in V can be written as a sum over all
electrons and nuclei as

Q̂ = −e
∑

j

r̂j

︸ ︷︷ ︸

electrons

+ e
∑

k

Zkr̂k

︸ ︷︷ ︸

nuclei

.

The expectation value 〈Q̂µ〉 can in principle be calculated directly from the compound, time-
dependent wave function of the ensemble of molecules in the small volume, considering any kind
of interaction between the molecules, which may be of an arbitrary composition. However, we will
here describe the interactions that take place in terms of the quantum mechanical density operator

of the ensemble, in which case the expectation value is calculated from the quantum mechanical

trace as
Pµ(r, t) = Tr[ρ̂(t)Q̂µ]/V.
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Outline

Previously, in lecture one, we applied the mathematical tool of perturbation analysis to a classical
mechanical model of the dipole moment. This analysis will now essentially be repeated, but now
we will instead consider a perturbation series for the quantum mechanical density operator, with
the series being of the form

ρ̂(t) = ρ̂0
︸︷︷︸

∼[E(t)]0

+ ρ̂1(t)
︸ ︷︷ ︸

∼[E(t)]1

+ ρ̂2(t)
︸ ︷︷ ︸

∼[E(t)]2

+ . . .+ ρ̂n(t)
︸ ︷︷ ︸

∼[E(t)]n

+ . . .

As this perturbation series is inserted into the expression for the electric polarization density, we
will obtain a resulting series for the polarization density as

Pµ(r, t) =
∞∑

m=0

Tr[ρ̂m(t)Q̂µ]/V
︸ ︷︷ ︸

=P
(m)
µ (r,t)

≈
n∑

m=0

P (m)
µ (r, t).

Quantum mechanics

We consider an ensemble of molecules, where each molecule may be different from the other
molecules of the ensemble, as well as being affected by some mutual interaction between the other
members of the ensemble. The Hamiltonian for this ensemble is generally taken as

Ĥ = Ĥ0 + ĤI(t),

where Ĥ0 is the Hamiltonian at thermal equilibrium, with no external forces present, and ĤI(t)
is the interaction Hamiltonial (in the Schrödinger picture), which for electric dipolar interactions
take the form:

ĤI(t) = −Q̂ · E(r, t) = −Q̂αEα(r, t),

where Q̂ is the electric dipole operator of the ensemble of molecules contained in the small volume V
(see Fig. 1). This expression may be compared with the all-classical electrostatic energy of an
electric dipole moment in a electric field, V = −p · E(r, t).

In order to provide a proper description of the interaction between light and matter at molecular
level, we must be means of some quantum mechanical description evaluate all properties of the
molecule, such as electric dipole moment, magnetic dipole moment, etc., by means of quantum

mechanical expectation values.
The description that we here will apply is by means of the density operator formalism, with

the density operator defined in terms of orthonormal set of wave functions |a〉 of the system as

ρ̂ =
∑

a

pa|a〉〈a| = ρ̂(t),

where pa are the normalized probabilities of the system to be in state |a〉, with

∑

a

pa = 1.

From the density operator, the expectation value of any arbitrary quantum mechanical operator
Ô of the ensemble is obtained from the quantum mechanical trace as

〈Ô〉 = Tr(ρ̂ Ô) =
∑

k

〈k|ρ̂ Ô|k〉.

The equation of motion for the density operator is given in terms of the Hamiltonian as

i~
dρ̂

dt
= [Ĥ, ρ̂] = Ĥρ̂− ρ̂Ĥ

= [Ĥ0, ρ̂] + [ĤI(t), ρ̂]

(1)
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In this context, the terminology of “equation of motion” can be pictured as

{
A change of the density
operator ρ̂(t) in time

}

⇔

{
A change of density

of states in time

}

⇔

{
Change of a general
property 〈Ô〉 in time

}

Whenever external forces are absent, that is to say, whenever the applied electromagnetic field is
zero, the equation of motion for the density operator takes the form

i~
dρ̂

dt
= [Ĥ0, ρ̂],

with the solution1

ρ̂(t) = ρ̂0 = η exp(−Ĥ0/kBT )
{

= η

∞∑

j=1

1

j!
(−Ĥ0/kBT )j

}

being the time-independent density operator at thermal equilibrium, with the normalization con-
stant η chosen so that Tr(ρ̂) = 1, i. e.,

η = 1/Tr[exp(−Ĥ0/kBT )].

Perturbation analysis of the density operator

The task is now o obtain a solution of the equation of motion (1) by means of a perturbation
series, in similar to the analysis performed for the anharmonic oscillator in the first lecture of this
course. The perturbation series is, in analogy to the mechanical spring oscillator under influence
of an electromagnetic field, taken as

ρ̂(t) = ρ̂0
︸︷︷︸

∼[E(t)]0

+ ρ̂1(t)
︸ ︷︷ ︸

∼[E(t)]1

+ ρ̂2(t)
︸ ︷︷ ︸

∼[E(t)]2

+ . . .+ ρ̂n(t)
︸ ︷︷ ︸

∼[E(t)]n

+ . . .

The boundary condition of the perturbation series is taken as the initial condition that sometime
in the past, the external forces has been absent, i. e.

ρ̂(−∞) = ρ̂0,

which, since the perturbation series is to be valid for all possible evolutions in time of the externally

applied electric field, leads to the boundary conditions for each individual term of the perturbation
series as

ρ̂j(−∞) = 0, j = 1, 2, . . .

By inserting the perturbation series for the density operator into the equation of motion (1), one
hence obtains

i~
d

dt
(ρ̂0 + ρ̂1(t) + ρ̂2(t) + . . .+ ρ̂n(t) + . . .) = [Ĥ0, ρ̂0 + ρ̂1(t) + ρ̂2(t) + . . .+ ρ̂n(t) + . . .]

+ [ĤI(t), ρ̂0 + ρ̂1(t) + ρ̂2(t) + . . .+ ρ̂n(t) + . . .],

1 For any macroscopic system, the probability that the system is in a particular energy eigenstate
ψn, with associated energy En, is given by the familiar Boltzmann distribution

pn = η exp(−En/kBT ),

where η is a normalization constant chosen so that
∑

n pn = 1, kB is the Boltzmann constant,
and T the absolute temperature. This probability distribution is in this course to be considered
as being an axiomatic fact, and the origin of this probability distribution can readily be obtained
from textbooks on thermodynamics or statistical mechanics.
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and by equating terms with equal power dependence of the applied electric field in the right and
left hand sides, one obtains the system of equations

i~
dρ̂0

dt
= [Ĥ0, ρ̂0],

i~
dρ̂1(t)

dt
= [Ĥ0, ρ̂1(t)] + [ĤI(t), ρ̂0],

i~
dρ̂2(t)

dt
= [Ĥ0, ρ̂2(t)] + [ĤI(t), ρ̂1(t)],

...

i~
dρ̂n(t)

dt
= [Ĥ0, ρ̂n(t)] + [ĤI(t), ρ̂n−1(t)],

...

(2)

for the variuos order terms of the perturbation series. In Eq. (2), we may immediately notice that
the first equation simply is the identity stating the thermal equilibrium condition for the zeroth
order term ρ̂0, while all other terms may be obtained by consecutively solve the equations of order
j = 1, 2, . . . , n, in that order.

The interaction picture

We will now turn our attention to the problem of actually solving the obtained system of equations
for the terms of the perturbation series for the density operator. In a classical picture, the obtained
equations are all of the form similar to

dρ

dt
= f(t)ρ+ g(t), (3)

for known functions f(t) and g(t). To solve these equations, we generally look for an integrating
factor I(t) satisfying

I(t)
dρ

dt
− I(t)f(t)ρ =

d

dt
[I(t)ρ]. (4)

By carrying out the differentiation in the right hand side of the equation, we find that the inte-
grating factor should satisfy

dI(t)

dt
= −I(t)f(t),

which is solved by2

I(t) = I(0) exp
[
−

∫ t

0

f(τ ) dτ
]
.

The original ordinary differential equation (3) is hence solved by multiplying with the intagrating
factor I(t) and using the property (4) of the integrating factor, giving the equation

d

dt
[I(t)ρ] = I(t)g(t),

from which we hence obtain the solution for ρ(t) as

ρ(t) =
1

I(t)

∫ t

0

I(τ )g(τ ) dτ.

From this preliminary discussion we may anticipate that equations of motion for the various order
perturbation terms of the density operator can be solved in a similar manner, using integrating

2 Butcher and Cotter have in their classical description of integrating factors chosen to put
I(0) = 1.
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factors. However, it should be kept in mind that we here are dealing with operators and not
classical quantities, and since we do not know if the integrating factor is to be multiplied from left
or right.

In order not to loose any generality, we may look for a set of two integrating factors V̂0(t)
and Û0(t), in operator sense, that we left and right multiply the unknown terms of the nth order
equation by, and we require these operators to have the effective impact

V̂0(t)

{

i~
dρ̂n(t)

dt
− [Ĥ0, ρ̂n(t)]

}

Û0(t) = i~
d

dt
[V̂0(t)ρ̂n(t)Û0(t)]. (5)

By carrying out the differentiation in the right-hand side, expanding the commutator in the left
hand side, and rearranging terms, one then obtains the equation

{

i~
d

dt
V̂0(t) + V̂0(t)Ĥ0

}

ρ̂n(t)Û0(t) + V̂0(t)ρ̂n(t)

{

i~
d

dt
Û0(t) − Ĥ0Û0(t)

}

= 0

for the operators V̂0(t) and Û0(t). This equation clearly is satisfied if both of the braced expressions
simultaneously are zero for all times, in other words, if the so-called time-development operators

V̂0(t) and Û0(t) are chosen to satisfy

i~
dV̂0(t)

dt
+ V̂0(t)Ĥ0 = 0,

i~
dÛ0(t)

dt
− Ĥ0Û0(t) = 0,

with solutions
Û0(t) = exp(−iĤ0t/~),

V̂0(t) = exp(iĤ0t/~) = Û0(−t).

In these expressions, the exponentials are to be regarded as being defined by their series expansion.
In particular, each term of the series expansion contains an operator part being a power of the
thermal equilibrium Hamiltonian Ĥ0, which commute with any of the other powers. We may easily
verify that the obtained solutions, in a strict operator sense, satisfy the relations

Û0(t)Û0(t
′) = Û0(t+ t′),

with, in particular, the corollary

Û0(t)Û0(−t) = Û0(0) = 1.

Let us now again turn our attention to the original equation of motion that was the starting point
for this discussion. By multiplying the nth order subequation of Eq. (2) with Û0(−t) from the left,
and multiplying with Û0(t) from the right, we by using the relation (5) obtain

i~
d

dt

{

Û0(−t)ρ̂n(t)Û0(t)

}

= Û0(−t)[ĤI(t), ρ̂n−1(t)]Û0(t),

which is integrated to yield the solution

Û0(−t)ρ̂n(t)Û0(t) =
1

i~

∫ t

−∞

Û0(−τ )[ĤI(τ ), ρ̂n−1(τ )]Û0(τ ) dτ,

where the lower limit of integration was fixed in accordance with the initial condition ρ̂n(−∞) = 0,
n = 1, 2, . . . . In some sense, we may consider the obtained solution as being the end point of this
discussion; however, we may simplify the expression somewhat by making a few notes on the
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properties of the time development operators. By expanding the right hand side of the solution,
and inserting Û0(τ )Û0(−τ ) = 1 between ĤI(τ ) and ρ̂n−1(τ ) in the two terms, we obtain

Û0(−t)ρ̂n(t)Û0(t) =
1

i~

∫ t

−∞

Û0(−τ )[ĤI(τ )ρ̂n−1(τ ) − ρ̂n−1(τ )ĤI(τ )]Û0(τ ) dτ

=
1

i~

∫ t

−∞

Û0(−τ )ĤI(τ ) Û0(τ )Û0(−τ )
︸ ︷︷ ︸

=1

ρ̂n−1(τ )Û0(τ ) dτ

−
1

i~

∫ t

−∞

Û0(−τ )ρ̂n−1(τ ) Û0(τ )Û0(−τ )
︸ ︷︷ ︸

=1

ĤI(τ )Û0(τ ) dτ

=
1

i~

∫ t

−∞

[Û0(−τ )ĤI(τ )Û0(τ )
︸ ︷︷ ︸

≡Ĥ′

I
(t)

, Û0(−τ )ρ̂n−1(τ )Û0(τ )
︸ ︷︷ ︸

≡ρ̂′

n−1
(t)

] dτ,

and hence, by introducing the primed notation in the interaction picture for the quantum mechan-
ical operators,

ρ̂′n(t) = Û0(−t)ρ̂n(t)Û0(t),

Ĥ ′
I(t) = Û0(−t)ĤI(t)Û0(t),

the solutions of the system of equations for the terms of the perturbation series for the density
operator in the interaction picture take the simplified form

ρ̂′n(t) =
1

i~

∫ t

−∞

[Ĥ ′
I(τ ), ρ̂

′
n−1(τ )] dτ, n = 1, 2, . . . ,

with the variuos order solutions expressed in the original Schrödinger picture by means of the
inverse transformation

ρ̂n(t) = Û0(t)ρ̂
′
n(t)Û0(−t).

The first order polarization density

With the quantum mechanical perturbative description of the interaction between light and matter
in fresh mind, we are now in the position of formulating the polarization density of the medium
from a quantum mechanical description. A minor note should though be made regarding the
Hamiltonian, which now is expressed in the interaction picture, and hence the electric dipolar
operator (since the electric field here is considered to be a macroscopic, classical quantity) is given
in the interaction picture as well,

Ĥ ′
I(τ ) = Û0(−τ ) [−Q̂αEα(τ )]

︸ ︷︷ ︸

=ĤI(τ)

Û0(τ )

= −Û0(−τ )Q̂αÛ0(τ )Eα(τ )

= −Q̂α(τ )Eα(τ )

where Q̂α(τ ) denotes the electric dipolar operator of the ensemble, taken in the interaction picture.
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By inserting the expression for the first order term of the perturbation series for the density
operator into the quantum mechanical trace of the first order electric polarization density of the
medium, one obtains

P (1)
µ (r, t) =

1

V
Tr[ρ̂1(t)Q̂µ]

=
1

V
Tr

[ (

Û0(t)
1

i~

∫ t

−∞

[Ĥ ′
I(τ ), ρ̂0] dτ

︸ ︷︷ ︸

=ρ̂′

1(t)

Û0(−t)
)

︸ ︷︷ ︸

=ρ̂1(t)

Q̂µ

]

=

{

Eµ(τ ) is a classical field (omit space dependence r),

[Ĥ ′
I(τ ), ρ̂0] = [−Q̂α(τ )Eα(τ ), ρ̂0] = −Eα(τ )[Q̂α(τ ), ρ̂0]

}

= −
1

V i~
Tr

{

Û0(t)

∫ t

−∞

Eα(τ )[Q̂α(τ ), ρ̂0] dτ Û0(−t) Q̂µ

}

= {Pull out Eα(τ ) and the integral outside the trace}

= −
1

V i~

∫ t

−∞

Eα(τ ) Tr{Û0(t)[Q̂α(τ ), ρ̂0]Û0(−t) Q̂µ} dτ

=

{

Express Eα(τ ) in frequency domain, Eα(τ ) =

∫ ∞

−∞

Eα(ω) exp(−iωτ ) dω

}

= −
1

V i~

∫ ∞

−∞

∫ t

−∞

Eα(ω) Tr{Û0(t)[Q̂α(τ ), ρ̂0]Û0(−t) Q̂µ} exp(−iωτ ) dτ dω

= {Use exp(−iωτ ) = exp(−iωt) exp[−iω(τ − t)]}

= −
1

V i~

∫ ∞

−∞

∫ t

−∞

Eα(ω) Tr{Û0(t)[Q̂α(τ ), ρ̂0]Û0(−t) Q̂µ}

× exp[−iω(τ − t)] dτ exp(−iωt) dω

= ε0

∫ ∞

−∞

χ(1)
µα(−ω;ω)Eα(ω) exp(−iωt) dω,

where the first order (linear) electric susceptibility is defined as

χ(1)
µα(−ω;ω) = −

1

ε0V i~

∫ t

−∞

Tr{Û0(t)[Q̂α(τ ), ρ̂0]Û0(−t)
︸ ︷︷ ︸

=[Q̂α(τ−t),ρ̂0]

Q̂µ} exp[−iω(τ − t)] dτ

=

{
Expand the commutator and insert Û0(−t)Û0(t) ≡ 1
in middle of each of the terms, using [Û0(t), ρ̂0] = 0

⇒ Û0(t)[Q̂α(τ ), ρ̂0]Û0(−t) = [Q̂α(τ − t), ρ̂0]

}

= −
1

ε0V i~

∫ t

−∞

Tr{[Q̂α(τ − t), ρ̂0]Q̂µ} exp[−iω(τ − t)] dτ

=

{

Change variable of integration τ ′ = τ − t;

∫ t

−∞

· · · dτ →

∫ 0

−∞

· · · dτ ′

}

= −
1

ε0V i~

∫ 0

−∞

Tr{[Q̂α(τ ′), ρ̂0]Q̂µ}
︸ ︷︷ ︸

=Tr{ρ̂0[Q̂µ,Q̂α(τ ′)]}

exp(−iωτ ′) dτ ′

= {Cyclic permutation of the arguments in the trace}

= −
1

ε0V i~

∫ 0

−∞

Tr{ρ̂0[Q̂µ, Q̂α(τ )]} exp(−iωτ ) dτ.
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